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1. Biological Alteration
2. Violation of Essentialism

3. Effort-Saving

4. Efficacy
5. Familiarity
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Experimental Design

In the near future, significant achievements in science have opened up the possibility of moral
enhancement — the ability to improve people's moral characteristics through a range of medical
or non-medical technologies. Evidence has shown that these technologies are safe for humans.
People who want to morally improve themselves can voluntarily choose to make use of these
moral enhancement technologies. One of these technologies is an artificial moral advisor (AMA),
which can effectively enhance one's moral capacity through an external Al device that produces
moral advice based on signals from information in one's surrounding physical environment. For
example, it can help a person focus on their own emotions in the moment and their underlying
causes, so that they are more likely to be patient. Imagine a scenario where Sam has been
working on an important report with a co-worker who fails to deliver their part after a whole
week. Before enhancement, Sam would have lashed out. After using this technology, Sam is easily
able to consider various possible external reasons for the co-worker's delay.
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Experimental Design
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1. Biological Alteration

2. Violation of Essentialism
3. Effort-Saving

4. Efficacy

5. Familiarity

(all interacting with method)
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1. Moral acceptability
DVs
2. Moral responsibility




Results

301 UK subjects via Prolific (192 females & 108 males; M =39.09 yrs, SD = 10.85 yrs)
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Moral Enhancement Methods

Descriptive summary of main variables grouped by moral enhancement method
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Bayesian multilevel multivariate multiple regression
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Regression model interaction effects
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Summary

AMA results in higher moral acceptability and greater attribution of moral
responsibility than moral bioenhancements

Moral acceptability declines with greater biological alteration, but can be
improved with greater efficacy
e  Practical implication for adoption of moral enhancement

Moral responsibility for the AMA-enhanced is reduced with more changes to
biology/human nature, and increases with greater perceived efficacy; but this
shift is diminished for the biomedically-enhanced, such that they are still almost
entirely self-responsible

* Risks of Al-scapegoating?
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