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“… a type of software that would give us moral advice more quickly and more efficiently 
than our brain could ever do, on the basis of moral criteria we input.”

Giubilini & Savulescu (2018, p. 171) 

Artificial Moral Advisor (AMA)

A tool for moral AI enhancement 1, 2

• Provides tailored moral advice based on pre-encoded moral values 
• Relativist quasi-ideal observer
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AMA Internal Configuration
• AMA existing concerns: Moral value input
• AMA information processing: Incompatibility with human psychology



AMA moral 
value input
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Responding to AMA Moral Advice
• Acting more morally?
• True AI moral enhancement?



Acting more 
morally?

Accepting/rejecting the 
AMA: responses to AMA 
are by nature human 
moral judgments 

Ignoring the AMA:
prescriptive moral 
advice without 
motivational factor 6
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True AI moral 
enhancement?

Existentialist account: 
AMA encouraging 
‘inauthentic’ 
behaviour?

Virtue ethics tradition: 
AMA as a full moral 
exemplar?

Kantian perspective: 
AMA facilitating 
moral autonomy?

Utilitarian approach: 
most compatible 
with the AMA



Domain-specific AMA for clinicians/physicians?

Positive Use Case: AMA in Healthcare



Conclusions
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